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## 1. Introduction

Let $X_{0}=0, X_{1}, X_{2}, \ldots$ be a Markov chain with

$$
\begin{align*}
E_{i} & :=\mathbf{P}\left(X_{n+1}=i+1 \mid X_{n}=i\right)=1-\mathbf{P}\left(X_{n+1}=i-1 \mid X_{n}=i\right)  \tag{1.1}\\
& = \begin{cases}1 & \text { if } \quad i=0 \\
1 / 2+p_{i} & \text { if } \quad i=1,2, \ldots,\end{cases}
\end{align*}
$$

where $-1 / 2<p_{i}<1 / 2, i=1,2, \ldots$.
Theorem A ([2], page 74) Let $X_{n}$ be a Markov chain with transition probabilities given in (1.1). Define

$$
\begin{equation*}
U_{i}:=\frac{1-E_{i}}{E_{i}}=\frac{1 / 2-p_{i}}{1 / 2+p_{i}}, \quad i=1,2, \ldots \tag{1.2}
\end{equation*}
$$

Then $X_{n}$ is transient if and only if

$$
\begin{equation*}
\sum_{k=1}^{\infty} \prod_{i=1}^{k} U_{i}<\infty \tag{1.3}
\end{equation*}
$$

In case $p_{i} \geq 0$ the sequence $\left\{X_{i}\right\}$ describes the motion of a particle which starts at zero, moves over the nonnegative integers and going away from 0 with a larger probability than to the direction of 0 . We suppose throughout this paper that $0 \leq p_{i}<1 / 2, i=1,2, \ldots$.

In [3] we introduced the quantities

$$
D(m, n):= \begin{cases}0 & \text { if } n=m  \tag{1.4}\\ 1 & \text { if } n=m+1, \\ 1+\sum_{j=1}^{n-m-1} \prod_{i=1}^{j} U_{m+i} & \text { if } n \geq m+2\end{cases}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} D(m, n)=: D(m) . \tag{1.5}
\end{equation*}
$$

Clearly (1.3) implies that if the walk is transient then $D(m)$ is finite for all $m=1,2, \ldots$.
The properties of this Markov chain, often called birth and death chain were extensively studied. Some of these results are mentioned e.g. in [3]. Our main concern in that paper was to study the local time of $\left\{X_{n}\right\}$, defined by

$$
\begin{equation*}
\xi(x, n):=\#\left\{k: 0 \leq k \leq n, X_{k}=x\right\}, \quad x=0,1,2, \ldots, \quad n=1,2, \ldots \tag{1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi(x):=\lim _{n \rightarrow \infty} \xi(x, n) . \tag{1.7}
\end{equation*}
$$

The first topic in that paper was to find upper class results for the local time.
Theorem B Assume that $p_{R} \rightarrow 0$ as $R \rightarrow \infty$. Then with probability 1 we have

$$
\begin{equation*}
\xi(R) \leq 2(1+\varepsilon) D(R) \log R \tag{1.8}
\end{equation*}
$$

for any $\varepsilon>0$ if $R$ is large enough.
Moreover,

$$
\begin{equation*}
\xi(R) \geq M D(R) \quad \text { i.o. a.s. } \tag{1.9}
\end{equation*}
$$

for any $M>0$.
The next question was how small can the local time be. In particular, we studied the number of sites $R$ where $\xi(R)=1$. We found that the answer heavily depends on the sequence $\left\{p_{R}\right\}_{R=1}^{\infty}$.

We will say that the NN walk $X_{n}^{*}$ is slower than $X_{n}$ (or equivalently, $X_{n}$ is quicker than $X_{n}^{*}$ ) if

$$
\begin{equation*}
p_{R}^{*} \leq p_{R} \quad \text { for all } R=1,2, \ldots \tag{1.10}
\end{equation*}
$$

It is obvious that the quicker is $X_{n}$, the more sites with local time equal to 1 will occur. Remark 1. In (1.10) the required inequality could be relaxed to hold for all but finitely many $R$ only, since finitely many $p_{R}$ have no effect on the asymptotic behavior of the walk. The same remark applies throughout the paper, when we require certain properties of the $\left\{p_{R}\right\}$ system.

Introduce the following notations:

$$
\begin{aligned}
\Lambda(1, i, B) & =\frac{B}{i} \\
\Lambda(2, i, B) & =\frac{1}{i}+\frac{B}{i \log i} \\
\ldots, & \\
\Lambda(K, i, B) & =\frac{1}{i}+\frac{1}{i \log i}+\ldots+\frac{B}{i \log i \log \log i \ldots \log _{K-1} i} .
\end{aligned}
$$

In [3] we proved the following
Fact 1 If for any $K=1,2, \ldots$

$$
p_{i}=\frac{\Lambda(K, i, B)}{4},
$$

then the Markov chain $\left\{X_{n}\right\}$ is recurrent if $B \leq 1$ and transient if $B>1$.
In the spirit of Remark 1 above, it is enough if $p_{i}$ takes the value given above with finitely many exceptions, but assuming that $0 \leq p_{i}<1 / 2$ for all $i=1,2, \ldots$.

We proved in [3] that if $p_{i}=\frac{\Lambda(1, i, B)}{4}$ with $B>1$, then we not only have infinitely many sites with local time 1 , but we have infinitely many increasing runs of sites each having local time 1. More precisely we have
Theorem C Let $\left\{X_{n}\right\}$ be an NN random walk with $p_{R}=\frac{\Lambda(1, R, B)}{4}=\frac{B}{4 R}$ and $B>1$. Then with probability 1 there exist infinitely many $R$ for which

$$
\xi(R+j)=1
$$

for each $j=0,1,2, \ldots,\left[\frac{\log \log R}{\log 2}\right]$.
However, if $X_{n}^{*}$ is transient but slower than $X_{n}$ in Theorem C, then one might ask whether it still has infinitely many sites with local time 1 . It turns out that this is not always true. James et al. [7] proved a surprising result which implies the following
Theorem D If $\left\{X_{n}\right\}$ is an NN random walk with $p_{R}=\frac{\Lambda(2, R, B)}{4}$ and $B>1$, then with probability $1 X_{n}$ has only finitely many sites $R$ with $\xi(R)=1$.

In fact, they formulated their results in terms of cutpoints. Call the site $R$ a cutpoint if for some $k$, we have $X_{k}=R$ and $\left\{X_{0}, X_{1} \ldots X_{k}\right\}$ is disjoint from $\left\{X_{k+1}, X_{k+2} \ldots\right\}$, i.e. $X_{i} \leq R, i=0,1, \ldots, k, X_{k}=R$ and $X_{i}>R, i=k+1, k+2, \ldots$

The original version of Theorem C in [7] reads as follows.
Theorem D* If $\left\{X_{n}\right\}$ is an $N N$ random walk with

$$
\frac{c_{1}}{k(\log k)^{\beta}} \leq U_{1} U_{2} \ldots U_{k} \leq \frac{c_{2}}{k(\log k)^{\beta}}
$$

for some $\beta>1$ and positive constants $c_{1}, c_{2}$, then $\left\{X_{n}\right\}$ is transient and has only finitely many cutpoints a.s.

Cutpoints and related intersection problems for more general stochastic processes have been investigated extensively in the literature, starting with Dvoretzky et al. [4], Erdős and Taylor [5]. A nice summary of this topic is given by Lawler [8].

For usual random walk (sums of i.i.d. random variables) we mention the following general result of James and Peres [6], where the definition of cutpoint is somewhat different from above. $S_{k}$ is called a cutpoint there if $p\left(S_{i}, S_{j}\right)=0$ for all $(i, j)$ such that $0 \leq i<k<j$, where $p(x, y)$ is the one-step transition probability from $x$ to $y$.

Theorem E Any transient random walk $\left\{S_{k}\right\}$ with bounded increments on the lattice $Z^{d}$ has infinitely many cutpoints a.s.

To formulate our main result, we introduce the following definitions.
Call the site $R$ a strong cutpoint if for some $k$, we have $X_{k}=R, X_{i}<R, i=0,1, \ldots, k-1$ and $X_{i}>R, i=k+1, k+2, \ldots$. Observe that $R$ is a strong cutpoint if and only if $\xi(R)=1$. Clearly every strong cutpoint is a cutpoint.

In this paper we give a criteria for a transient NN random walk which determines whether the number of cutpoints (or strong cutpoints) is finite or infinite almost surely.

Theorem 1.1. Let $X_{0}=0, X_{1}, X_{2}, \ldots$ be a transient Markov chain with transition probability $E_{i}$ as in (1.1) and $0 \leq p_{i}<1 / 2, i=1,2, \ldots$ Let $D(n), n=1,2, \ldots$ be as in (1.5).

- If

$$
\begin{equation*}
\sum_{n=2}^{\infty} \frac{1}{D(n) \log n}<\infty \tag{1.11}
\end{equation*}
$$

then $\left\{X_{n}\right\}$ has finitely many cutpoints almost surely.

- If $D(n) \leq \delta n \log n\left(n \geq n_{0}\right)$ for some $\delta>0$ and

$$
\sum_{n=2}^{\infty} \frac{1}{D(n) \log n}=\infty
$$

then $\left\{X_{n}\right\}$ has infinitely many strong cutpoints almost surely.
Remark 2. Observe that if the sum in (1.11) is finite then $\left\{X_{n}\right\}$ has finitely many strong cutpoints. On the other hand, if the same sum is divergent and $D(n) \leq \delta n \log n$, then $\left\{X_{n}\right\}$ has infinitely many cutpoints as well.
Remark 3. The condition $D(n) \leq \delta n \log n$ of the second statement is a technical one, most probably it can be removed.

The above mentioned technical condition prevent us to establish the following
Conjecture 1.1 The number of cutpoints is finite if and only if the number of strong cutpoints is finite.

In Section 2 we will present some preliminary results. Sections 3 and 4 are devoted to prove Theorem 1.1. In Section 5 we give some examples and open problems.

## 2 Preliminary results

For $0 \leq a \leq b \leq c$ integers define

$$
p(a, b, c):=\mathbf{P}\left(\min \left\{j: j>m, X_{j}=a\right\}<\min \left\{j: j>m, X_{j}=c\right\} \mid X_{m}=b\right)
$$

i.e. $p(a, b, c)$ is the probability that a particle starting from $b$ hits $a$ before $c$.

Lemma A For $0 \leq a \leq b \leq c$

$$
p(a, b, c)=1-\frac{D(a, b)}{D(a, c)}
$$

Especially, for $n=1,2, \ldots$ we have

$$
\begin{equation*}
p(0,1, n)=1-\frac{1}{D(0, n)}, \quad p(n, n+1, \infty)=1-\frac{1}{D(n)} \tag{2.1}
\end{equation*}
$$

It is easy to see that

$$
\begin{align*}
D(n) & =1+D(n+1) U_{n+1} \\
U_{n}=\frac{D(n-1)-1}{D(n)}, \quad p_{n} & =\frac{1}{2} \frac{D(n)-D(n-1)+1}{D(n)+D(n-1)-1}, \quad n=1,2, \ldots \tag{2.2}
\end{align*}
$$

Then observe that for $n \geq m+2$

$$
\begin{align*}
D(m, n) & =1+\sum_{j=1}^{n-m-1} \prod_{i=1}^{j} U_{m+i}=D(m)-\sum_{j=n-m}^{\infty} \prod_{i=1}^{j} U_{m+i}=D(m)-U_{m+1} \ldots U_{n} D(n) \\
& =D(m)-\frac{(D(m)-1) \ldots(D(n-1)-1)}{D(m+1) \ldots D(n-1)}=D(m)\left(1-\prod_{i=m}^{n-1}\left(1-\frac{1}{D(i)}\right)\right) \tag{2.3}
\end{align*}
$$

We also define the number of upcrossings by

$$
\begin{gather*}
\xi(R, n, \uparrow):=\#\left\{k: 0 \leq k \leq n, X_{k}=R, \quad X_{k+1}=R+1\right\}  \tag{2.4}\\
\xi(R, \uparrow):=\lim _{n \rightarrow \infty} \xi(R, n, \uparrow) \tag{2.5}
\end{gather*}
$$

It was shown in [3] that
Lemma B For $R=0,1,2, \ldots$

$$
\begin{equation*}
\mathbf{P}(\xi(R)=L)=\frac{1+2 p_{R}}{2 D(R)}\left(1-\frac{1+2 p_{R}}{2 D(R)}\right)^{L-1}, \quad L=1,2, \ldots \tag{2.6}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{P}(\xi(R, \uparrow)=L)=\frac{1}{D(R)}\left(1-\frac{1}{D(R)}\right)^{L-1}, \quad L=1,2, \ldots \tag{2.7}
\end{equation*}
$$

It is easy to see that $R$ is a cutpoint if and only if $\xi(R, \uparrow)=1$. Recall that $R$ is a strong cutpoint if and only if $\xi(R)=1$.

Denote the (random) set of

- cutpoints by $C$
- strong cutpoints by $C^{S}$

Observe that

$$
\begin{equation*}
C^{S} \subseteq C . \tag{2.8}
\end{equation*}
$$

We present the following exact probabilities.
Lemma 2.1. For $k=1,2, \ldots$ we have

$$
\begin{gather*}
\mathbf{P}(k \in C)=1-p(k, k+1, \infty)=\frac{1}{D(k)},  \tag{2.9}\\
\mathbf{P}\left(k \in C^{S}\right)=\frac{1+2 p_{k}}{2 D(k)},  \tag{2.10}\\
\mathbf{P}(j \in C, k \in C)=\frac{1}{D(j, k+1) D(k)}, \quad j<k,  \tag{2.11}\\
\mathbf{P}\left(j \in C^{S}, k \in C^{S}\right)=\left(\frac{1}{2}+p_{j}\right)\left(\frac{1}{2}+p_{k}\right) \frac{1}{D(j, k) D(k)}, \quad j<k . \tag{2.12}
\end{gather*}
$$

Proof. The statements (2.9) and (2.10) follow from Lemma B.
To show (2.11), we have to observe that after the first arrival to $j+1$ the walk has to arrive to $k+1$ without hitting $j$, and from $k+1$ it must not return to $k$ at all. Formally, by Lemma A

$$
\mathbf{P}(j \in C, k \in C)=(1-p(j, j+1, k+1))(1-p(k, k+1, \infty))=\frac{1}{D(j, k+1) D(k)} .
$$

To show (2.12), observe that after the first hit of $j$ the walk has to go to $j+1$. Then from $j+1$ it has to hit $k$ before it goes back to $j$. From $k$ it has to go to $k+1$, and from $k+1$ it must not return to $k$ at all. Hence again by Lemma A,

$$
\mathbf{P}\left(j \in C^{S}, k \in C^{S}\right)=\left(\frac{1}{2}+p_{j}\right)(1-p(j, j+1, k))\left(\frac{1}{2}+p_{k}\right)(1-p(k, k+1, \infty))
$$

$$
=\left(\frac{1}{2}+p_{j}\right)\left(\frac{1}{2}+p_{k}\right) \frac{1}{D(j, k) D(k)} .
$$

This completes the proof of the Lemma.
Lemma 2.2. For any positive non-decreasing function $G(x), x \geq 0$, the following two sums

$$
\sum_{n=2}^{\infty} \frac{1}{G(n) \log n} \quad \sum_{n=2}^{\infty} \frac{1}{G([n \log n])}
$$

are equiconvergent.
Proof. Under the condition of the Lemma we have

$$
\int_{n}^{n+1} \frac{d x}{G(x) \log x} \leq \frac{1}{G(n) \log n} \leq \int_{n-1}^{n} \frac{d x}{G(x) \log x}
$$

consequently

$$
\int_{2}^{\infty} \frac{d x}{G(x) \log x} \leq \sum_{n=2}^{\infty} \frac{1}{G(n) \log n} \leq \frac{1}{G(2) \log 2}+\int_{2}^{\infty} \frac{d x}{G(x) \log x}
$$

Similarly,

$$
\int_{2}^{\infty} \frac{d x}{G(x \log x)} \leq \sum_{n=2}^{\infty} \frac{1}{G([n \log n])} \leq \frac{1}{G(1)}+\frac{1}{G(3)}+\int_{2}^{\infty} \frac{d x}{G(x \log x)}
$$

It remains to show that the integrals

$$
\int^{\infty} \frac{d x}{G(x) \log x} \quad \text { and } \quad \int^{\infty} \frac{d x}{G(x \log x)}
$$

are equiconvergent. This can be shown by using the substitution $x=y \log y$ in the first integral above to get

$$
\int^{\infty} \frac{d x}{G(x) \log x}=\int^{\infty} \frac{1+\log y}{\log y+\log \log y} \frac{d y}{G(y \log y)}
$$

Clearly we have

$$
c_{1} \int^{\infty} \frac{d y}{G(y \log y)} \leq \int^{\infty} \frac{1+\log y}{\log y+\log \log y} \frac{d y}{G(y \log y)} \leq c_{2} \int^{\infty} \frac{d y}{G(y \log y)}
$$

with some $0<c_{1}<c_{2}$, hence the Lemma.

Lemma 2.3. If $X_{n}$ and $X_{n}^{*}$ are two $N N$ random walks such that $X_{n}^{*}$ is slower than $X_{n}$ then

$$
D(n) \leq D^{*}(n)
$$

Proof. If $X_{n}^{*}$ is slower than $X_{n}$ then

$$
U_{i}=\frac{1 / 2-p_{i}}{1 / 2+p_{i}} \leq \frac{1 / 2-p_{i}^{*}}{1 / 2+p_{i}^{*}}=U_{i}^{*}
$$

Hence from the definition of $D(n)$ we get that

$$
\begin{equation*}
D(n) \leq D^{*}(n) \tag{2.13}
\end{equation*}
$$

proving our Lemma.
We will need the following Lemma from Polfeldt [9], which is a particular case of his theorem.
Lemma C Let $S(x)$ be a slowly varying function such that

$$
\lim _{x \rightarrow \infty} \frac{(\log S(x))^{\prime}}{(\log \log x)^{\prime}}=-\infty
$$

and

$$
\lim _{x \rightarrow \infty} \frac{(\log S(x))^{\prime}}{(\log x)^{\prime}} \log L(x)=-1
$$

for some normalized differentiable slowly varying function $L(x)$. Then

$$
\int_{x}^{\infty} \frac{S(t)}{t} d t \sim S(x) \log L(x), \quad \text { as } \quad x \rightarrow \infty
$$

Recall (see Bingham et al. [1] page 12-15) that a slowly varying function $H(x)$ can be represented as

$$
H(x)=a(x) \exp \left(\int_{b}^{x} \frac{\varepsilon(t)}{t} d t\right)
$$

where $a(x) \rightarrow a \neq 0, \varepsilon(x) \rightarrow 0$ as $x \rightarrow \infty$. If $a(x)=a$, then $H$ is normalized.
Moreover, a differentiable slowly varying function is normalized if and only if

$$
\frac{x H^{\prime}(x)}{H(x)} \rightarrow 0 \quad \text { as } \quad x \rightarrow \infty
$$

## 3 Proof of the convergent part

We follow the ideas of [7]. We have $\mathbf{P}(j \in C \mid k \in C)=1 / D(j, k+1)$ for $j<k$. Observe that it is also the probability that

$$
\begin{equation*}
\mathbf{P}\left(j \in C \mid k \in C, F_{k+1}\right) \quad j<k, \tag{3.1}
\end{equation*}
$$

where $F_{k+1}$ is any event determined by the future of the walk after it reaches $k+1$ for the first time. Let $C_{j, k}$ be the set of cutpoints in $\left(2^{j}, 2^{k}\right]$ and $A_{j, k}:=\left|C_{j, k}\right|$ the number of cutpoints in $\left(2^{j}, 2^{k}\right]$. Define

$$
\begin{equation*}
a_{m}:=\mathbf{P}\left(A_{m, m+1}>0\right) \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{m}:=\min _{k \in\left(2^{m}, 2^{m+1}\right]} \sum_{i=1}^{2^{m-1}} \frac{1}{D(k-i, k+1)} \tag{3.3}
\end{equation*}
$$

On the event that $A_{m, m+1}>0$, let $\ell_{m}$ be the largest cutpoint in $C_{m, m+1}$. We want to give a lower bound for the expected number of cutpoints in $\left(2^{m-1}, 2^{m+1}\right]$ by conditioning on the last cutpoint in $\left(2^{m}, 2^{m+1}\right]$, if there is one:

$$
\begin{align*}
\sum_{j=2^{m-1}+1}^{2^{m+1}} \mathbf{P}(j \in C) & =\mathbf{E}\left(A_{m-1, m+1}\right)  \tag{3.4}\\
& \geq a_{m} \mathbf{E}\left(A_{m-1, m+1} \mid A_{m, m+1}>0\right) \\
& =a_{m} \mathbf{E}\left(\mathbf{E}\left(A_{m-1, m+1} \mid A_{m, m+1}>0, \ell_{m}\right)\right) \\
& \geq a_{m} b_{m}
\end{align*}
$$

It is readily seen that if $p_{i} \geq 0, i=1,2, \ldots$, then $U_{i} \leq 1, i=1,2, \ldots$ and hence

$$
D(m, n) \leq n-m
$$

and so

$$
\begin{equation*}
b_{m} \geq \sum_{i=1}^{2^{m-1}} \frac{1}{i+1} \geq c m \tag{3.5}
\end{equation*}
$$

with some $c>0$.
Hence with constants $c$ not necessarily the same on each appearance,

$$
\sum_{m=1}^{\infty} \mathbf{P}\left(A_{m, m+1}\right)=\sum_{m=1}^{\infty} a_{m} \leq \sum_{m=1}^{\infty} \frac{1}{b_{m}} \sum_{j=2^{m-1}+1}^{2^{m+1}} \mathbf{P}(j \in C)
$$

$$
\leq \sum_{m=1}^{\infty} \frac{c}{m} \sum_{j=2^{m-1}+1}^{2^{m+1}} \frac{1}{D(j)} \leq c \sum_{m=1}^{\infty} \sum_{j=2^{m-1}+1}^{2^{m+1}} \frac{1}{D(j) \log j} \leq c \sum_{n=2}^{\infty} \frac{1}{D(n) \log n}<\infty
$$

and by Borel-Cantelli lemma only finitely many of the events $A_{m, m+1}$ occurs with probability 1 , which proves the convergent part of Theorem 1.1.

## 4 Proof of the divergent part

Let $m_{k}=[k \log k]$ and

$$
A_{k}=\left\{\xi\left(m_{k}\right)=1\right\} .
$$

We prove that $\mathbf{P}\left(A_{k}\right.$ i.o. $)=1$ which implies the divergent part of Theorem 1.1. By Lemma 2.1

$$
\mathbf{P}\left(A_{k}\right)=\frac{1+2 p_{m_{k}}}{2 D\left(m_{k}\right)} \geq \frac{1}{2 D([k \log k])}
$$

so by Lemma 2.2,

$$
\sum_{k} \mathbf{P}\left(A_{k}\right)=\infty .
$$

For $n>m$ we have

$$
\mathbf{P}(\xi(m)=1, \xi(n)=1)=\left(\frac{1}{2}+p_{m}\right) \frac{1}{D(m, n)}\left(\frac{1}{2}+p_{n}\right) \frac{1}{D(n)} \leq \frac{1}{D(m) D(n) H(m, n)}
$$

with

$$
H(m, n)=\frac{D(m, n)}{D(m)}
$$

It follows from (2.3) that

$$
\begin{aligned}
& H(m, n)=1-\left(1-\frac{1}{D(m)}\right) \ldots\left(1-\frac{1}{D(n-1)}\right) \\
& \quad \geq 1-\exp \left(-\frac{1}{D(m)}-\ldots-\frac{1}{D(n-1)}\right) .
\end{aligned}
$$

Let $\varepsilon>0$ and for given $k$ we split the set $\{\ell>k\}$ into 2 parts. Let

$$
\begin{equation*}
\ell_{1}=\min \left\{\ell>k: \sum_{i=m_{k}}^{m_{\ell}-1} \frac{1}{D(i)} \geq \log \frac{1+\varepsilon}{\varepsilon}\right\} . \tag{4.1}
\end{equation*}
$$

- (1) $\ell \geq \ell_{1}$,
- (2) $k<\ell<\ell_{1}$.

In case (1), using that $H(m, n)$ is increasing in $n$ for fixed $m$, we have for $\ell \geq \ell_{1}$

$$
\mathbf{P}\left(A_{k} A_{\ell}\right)=\frac{\mathbf{P}\left(A_{k}\right) \mathbf{P}\left(A_{\ell}\right)}{H\left(m_{k}, m_{\ell}\right)} \leq \frac{\mathbf{P}\left(A_{k}\right) \mathbf{P}\left(A_{\ell}\right)}{H\left(m_{k}, m_{\ell_{1}}\right)} \leq(1+\varepsilon) \mathbf{P}\left(A_{k}\right) \mathbf{P}\left(A_{\ell}\right)
$$

In the case $\ell \in(2)$ we use the inequality $1-e^{-u} \geq c u$ for $0 \leq u \leq \log ((1+\varepsilon) / \varepsilon)$ with some $c>0$ to get

$$
\mathbf{P}\left(A_{k} A_{\ell}\right) \leq \frac{\mathbf{P}\left(A_{k}\right) \mathbf{P}\left(A_{\ell}\right)}{H\left(m_{k}, m_{\ell}\right)} \leq \frac{\mathbf{P}\left(A_{k}\right) \mathbf{P}\left(A_{\ell}\right)}{c \sum_{i=m_{k}}^{m_{\ell}-1} \frac{1}{D(i)}} \leq c \mathbf{P}\left(A_{k}\right) \mathbf{P}\left(A_{\ell}\right) \frac{D\left(m_{\ell}\right)}{m_{\ell}-m_{k}} .
$$

Here and in what follows $c, c_{i}$ denote some positive constants, the values of which might change from line to line.

So we have for $\ell \in(2)$

$$
\begin{gathered}
\mathbf{P}\left(A_{k} A_{\ell}\right) \leq \frac{c \mathbf{P}\left(A_{k}\right)}{\ell \log \ell-k \log k} \\
\sum_{\ell=k+1}^{\ell_{1}-1} \mathbf{P}\left(A_{k} A_{\ell}\right) \leq c \mathbf{P}\left(A_{k}\right) \sum_{\ell=k+1}^{\ell_{1}-1} \frac{1}{\ell \log \ell-k \log k} \\
\leq c \mathbf{P}\left(A_{k}\right) \frac{1}{\log k} \sum_{\ell=k+1}^{\ell_{1}-1} \frac{1}{\ell-k} \leq c \mathbf{P}\left(A_{k}\right) \frac{\log \ell_{1}}{\log k}
\end{gathered}
$$

Now we show that

$$
\begin{equation*}
\frac{\log \ell_{1}}{\log k} \leq \gamma \tag{4.2}
\end{equation*}
$$

with some positive constant $\gamma$ depending only on $\varepsilon$. We know from (4.1) that for $\ell \in(2)$ we have

$$
\begin{equation*}
\sum_{i=m_{k}}^{m_{\ell}-1} \frac{1}{D(i)}<\log \frac{1+\varepsilon}{\varepsilon} \tag{4.3}
\end{equation*}
$$

We show that this implies that for large $k$ we have $\ell<k^{\gamma}$ with $\gamma>(1+\varepsilon / \varepsilon)^{\delta}$. If we assume the contrary that $\ell \geq k^{\gamma}$, then

$$
\sum_{i=m_{k}}^{m_{\ell}-1} \frac{1}{D(i)} \geq \frac{1}{\delta} \sum_{i=m_{k}}^{m_{\ell}-1} \frac{1}{i \log i} \sim \frac{1}{\delta}\left(\log \log \left(m_{\ell}-1\right)-\log \log m_{k}\right)
$$

$$
\sim \frac{1}{\delta} \log \frac{\log (\ell \log \ell)}{\log (k \log k)} \geq \frac{1}{\delta} \log \gamma>\log \frac{1+\varepsilon}{\varepsilon}
$$

which contradicts to (4.3). Hence $\ell_{1}-1 \leq k^{\gamma}$, implying (4.2).
Consequently,

$$
\sum_{\ell \in(2)} \mathbf{P}\left(A_{k} A_{\ell}\right) \leq c \mathbf{P}\left(A_{k}\right)
$$

Assembling these estimations, we have

$$
\sum_{k=1}^{N} \sum_{\ell=k+1}^{N} \mathbf{P}\left(A_{k} A_{\ell}\right) \leq(1+\varepsilon) \sum_{k=1}^{N} \sum_{\ell=k+1}^{N} \mathbf{P}\left(A_{k}\right) \mathbf{P}\left(A_{\ell}\right)+c \sum_{k=1}^{N} \mathbf{P}\left(A_{k}\right)
$$

Since $\varepsilon>0$ is arbitrary, Borel-Cantelli lemma implies $\mathbf{P}\left(A_{k}\right.$ i.o. $)=1$.

## 5 Conclusions and open problems

Our results are formulated in terms of the sequence $\{D(\cdot)\}$ but it would be much more natural to formulate them in terms of the sequence $\left\{p_{i}\right\}$. Even though we have an explicit expression of $D(\cdot)$ in terms of $\left\{p_{i}\right\}$, usually it is not easy to see the asymptotics of $D(\cdot)$ and whether the sum in Theorem 1.1 is convergent or divergent by looking at $\left\{p_{i}\right\}$ only. Therefore we want to give some examples.

In [3] we have shown
Example 1. If $p_{k}=B / 4 k$ with $B>1$, then

$$
D(i) \sim \frac{i}{B-1}
$$

as $i \rightarrow \infty$. Consequently, by Theorem 1.1 there are infinitely many strong cutpoints a.s.
It was shown also in [3]
Example 2. If $p_{k}=\Lambda(K, k, B) / 4$ with $K \geq 2$ and $B>1$, then

$$
D(i) \sim \frac{i \log i \log \log i \ldots \log _{K-1} i}{B-1}
$$

as $i \rightarrow \infty$. Consequently, by Theorem 1.1 we have finitely many cutpoints a.s.
Recall that the case $K=2$ corresponds to Theorem D.
Of course, if the NN walk is quicker than the walk in Example 1, (e.g. $p_{k}=c k^{-\alpha}$ with $\alpha<1$ ), then we have infinitely many strong cutpoints a.s. On the other hand, if the NN walk is slower than the walk in Example 2, then we have finitely many cutpoints a.s.

The above two examples show that the jump from finitely many to infinitely many cutpoints is for

$$
p_{k}=\frac{1}{4}\left(\frac{1}{k}+\frac{1}{k f(k)}\right)
$$

with some $f(k) \rightarrow \infty$. It is not hard to show that if $f(k)=(\log k)^{\alpha}$ with $0<\alpha<1$, then we still have finitely many cutpoints a.s. Now we show a more precise result which implies this one.

Theorem 5.1. Let $\left\{X_{n}\right\}$ be an $N N$ random walk with

$$
p_{k}=\frac{1}{4}\left(\frac{1}{k}+\frac{1}{k(\log \log k)^{\beta}}\right),
$$

then we have finitely many cutpoints a.s. if $\beta>1$ and infinitely many strong cutpoints a.s. if $\beta \leq 1$.

Proof. Let

$$
r_{k}=\prod_{i=1}^{k} U_{i}, \quad t_{k}=\sum_{i=k}^{\infty} r_{i}, \quad k=1,2, \ldots
$$

Then it is easy to see that $D(k)=t_{k} / r_{k}$.
For $k \rightarrow \infty$ we obtain

$$
U_{k}=\frac{1-2 p_{k}}{1+2 p_{k}}=\exp \left(-4 p_{k}+O\left(p_{k}^{2}\right)\right)
$$

and

$$
\begin{gathered}
r_{k}=\exp \left(-4 \sum_{i=1}^{k} p_{i}+O\left(\sum_{i=1}^{k} p_{i}^{2}\right)\right)=\exp \left(-\sum_{i=3}^{k}\left(\frac{1}{i}+\frac{1}{i(\log \log i)^{\beta}}\right)+O(1)\right) \\
=\exp \left(-\int_{3}^{k}\left(\frac{1}{u}+\frac{1}{u(\log \log u)^{\beta}}\right) d u+O(1)\right) .
\end{gathered}
$$

Hence

$$
\begin{equation*}
\frac{c_{1}}{k} \exp \left(-\int_{3}^{k} \frac{d u}{u(\log \log u)^{\beta}}\right) \leq r_{k} \leq \frac{c_{2}}{k} \exp \left(-\int_{3}^{k} \frac{d u}{u(\log \log u)^{\beta}}\right) \tag{5.1}
\end{equation*}
$$

with some positive constants $c_{1}, c_{2}$. Consequently,

$$
\begin{equation*}
c_{1} \sum_{j=k}^{\infty} \frac{1}{j} \exp \left(-\int_{3}^{j} \frac{d u}{u(\log \log u)^{\beta}}\right) \leq t_{k} \leq c_{2} \sum_{j=k}^{\infty} \frac{1}{j} \exp \left(-\int_{3}^{j} \frac{d u}{u(\log \log u)^{\beta}}\right) \tag{5.2}
\end{equation*}
$$

Moreover,

$$
\sum_{j=k}^{\infty} \frac{1}{j} \exp \left(-\int_{3}^{j} \frac{d u}{u(\log \log u)^{\beta}}\right)=\int_{k}^{\infty} \frac{1}{y} \exp \left(-\int_{3}^{y} \frac{d u}{u(\log \log u)^{\beta}}\right)+O(1) .
$$

To find the asymptotics of the above integral, we will apply Lemma C, with

$$
S(y)=\exp \left(-\int_{3}^{y} \frac{d u}{u(\log \log u)^{\beta}}\right)
$$

and

$$
L(x)=e^{(\log \log x)^{\beta}}
$$

Choosing $S(\cdot)$ and $L(\cdot)$ as above, all the conditions of Lemma C are met and we conclude that

$$
\int_{k}^{\infty} \frac{1}{y} \exp \left(-\int_{3}^{y} \frac{d u}{u(\log \log u)^{\beta}}\right) \sim(\log \log k)^{\beta} \exp \left(-\int_{3}^{k} \frac{d u}{u(\log \log u)^{\beta}}\right) .
$$

From (5.1) and (5.2) we obtain

$$
c_{1} k(\log \log k)^{\beta} \leq D(k)=\frac{t_{k}}{r_{k}} \leq c_{2} k(\log \log k)^{\beta} .
$$

This combined with Theorem 1.1 proves Theorem 5.1.
Lemma 2.4 easily implies the following
Corollary 5.1 If $\left\{X_{n}\right\}$ is an NN random walk with

$$
p_{k} \leq \frac{1}{4}\left(\frac{1}{k}+\frac{1}{k(\log \log k)^{\beta}}\right)
$$

and $\beta>1$, then $X_{n}$ has finitely many cutpoints a.s.
On the other hand, if $\left\{X_{n}\right\}$ is an $N N$ random walk with

$$
p_{k} \geq \frac{1}{4}\left(\frac{1}{k}+\frac{1}{k(\log \log k)^{\beta}}\right)
$$

and $\beta \leq 1$, then $X_{n}$ has infinitely many strong cutpoints a.s.
Now we present some related open problems.

- (1) It would be interesting to know whether Theorem 1.1 also holds for the number of sites with $\xi(R)=a$ or $\xi(R, \uparrow)=a$ for any fixed integer $a>1$, i.e. whether we have the same criteria for $\{\xi(R)=a\}$ and $\{\xi(R, \uparrow)=a\}$ to occur infinitely often almost surely for any positive integer $a$.
- (2) Call the site $R$ a weak cutpoint if for some $k$, we have $X_{k}=R, X_{i} \leq R, i=$ $0,1, \ldots, k-1$ and $X_{i} \geq R, i=k+1, k+2, \ldots$. One would like to know whether Theorem 1.1 can be extended for the number of weak cutpoints.
- (3) It would be interesting to know whether Theorem 1.1 holds for cutpoints with a given local time, i.e. for $\{\xi(R)=a, \xi(R, \uparrow)=1\}$, or in general $\{\xi(R)=a, \xi(R, \uparrow)=b\}$ infinitely often almost surely, with positive integers $a, b$.
- (4) Theorem B gives limsup behavior of the local time. One might ask how does it change if we want to consider the limsup of the local time restricted to the cutpoints.


## References

[1] BINGHAM, N., GOLDIE, C. M. and TEUGELS, J. L.: Regular Variation. Cambridge Unversity Press, New York, 1987.
[2] CHUNG, K. L.: Markov Chains with Stationary Transition Probabilities. 2nd ed. Springer-Verlag, New York, 1967.
[3] CSÁKI, E., FÖLDES, A. and RÉVÉSZ, P.: Transient nearest neighbor random walk on the line. J.Theor. Probab., to appear.
[4] DVORETZKY, A., ERDỐS, P. and KAKUTANI, S.: Double points of paths of Brownian motions in $n$-space. Acta Sci. Math. Szeged 12 (1950) 75-81.
[5] ERDŐS, P. and TAYLOR, S. J.: Some intersection properties of random walk paths. Acta Math. Sci. Hung. 11 (1960), 231-248.
[6] JAMES, N. and PERES, Y.: Cutpoints and exchangeable events for random walks. Theory Probab. Appl. 41 (1996), 666-677.
[7] JAMES, N., LYONS, R. and PERES, Y.: A transient Markov chain with finitely many cutpoints. IMS Collections Probability and Statistics: Essays in Honor of David A. Freedman, Vol. 2 (2008), 24-29. Institute of Mathematical Statistics, 2008.
[8] LAWLER, G. F.: Cut times for Brownian motion and random walk. Paul Erdốs and his Mathematics, I. Bolyai Mathematical Studies 11 (2002), 411-421.
[9] POLFELDT, T.: Integrating regularly varying functions with exponents -1. SIAM J. Appl Math. 17 (1969), 904-908.


[^0]:    ${ }^{1}$ Research supported by the Hungarian National Foundation for Scientific Research, Grant No. K 61052 and K 67961.
    ${ }^{2}$ Research supported by a PSC CUNY Grant, No. 61061-0039.

